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Natural Language Processing

BAI601

#h Semester B.E./B.Tech. Degree Examination, June/July 2025

Max. Marks: 100

Note: 1. Answer any FIVE fill questions, choosing ONE fudl guestion from each module.

2.M : Marks, L: Bloont's level | C: Course outcoines.

| ~ Module — 1 M| L| C
Q.1 | a. | Briefly explain various levels of natural language processing. 7 L2 | CO1
" [b. | Explain GB Theory in detail. 7 | L2 | co1
| "¢, | Find the probability of the test sentence Plthey play in the big garden) n | 6 | L2 | CO1
| | the following training set using bi-gram model.
| “There 15 a big garden™
’ “Children Play inside beautiful garden™
“They play inside beautiful garden™.
I _-_QR _
| Q.2 | a. | Explain X-bar theory with example. R | 7 (L2 CO1
b. | Describe C-structure and f-structure for the sentence. “She saw stars” using | 7 | L2 COT |
the CFG rules as below .
S > NP VP
VP =V NP {NP PP* |5 I
PP — P NP
NP > Det N [PP!
S"— Comp s ) I R I R
¢. | Descnbe Panmion Framework for Indian languages. 6 | 1.2 | COIl
Module - 2
Q.3 | a. | Describe DFA and NFA. Mention the properties of finite Automation. 7 |L2 CO2
" b. | Explain CYK algorithm in detail. _. 7 |L2 CO2
¢. | Explain the minimum Edit distance algornithm and compute the mmmum | 6 | 1.2 CO2
Cedit distance between PAECFLU and PEACEFUL.
OR ,
Q4 | = [ Whalis POS Taghing? Explain rulehased taggers and hybrid Gager. 712 co7 ]
b.  Lxplain carly parsine alporithm in detail, 7 | L2 CO2 |
¢.  Listout the disadvantages of probabihistic context [ree grammer. 6 |L2 | CO2|
- Module - 3 -
0.5 | a, | In detail explain Navie Baves classifiers, 10 | L2 | CO3
b. | How o optimize sentiment analysis. 10 | 1.2 CO3
— I o R
Q.6 | a. | Write the Naive Baves algorithm and explain how to train the Naive Baves | 10 | L2  CO3
| classifier. '
b. | How 1o use Naive Bayes for text classification. Explain in detail. 10 | L2 | CO3 |
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Module —4

: Q.7 [a. i What are the Design leatures of information retricval system? Explain in | 10 | L2 | CO4
| | detanl. )
' b.  Explain dillerent altemative models of IR. 1012 | CO4
| R OR B e
Q.8 | a. Explain part of Speech Tagger and wvarious numbers of part of speech | 10 | 12 | CO4
| | laggers. '
| b. | Explain FrameNet and its applications. o l 10| L2 | CO4 |
— it hllﬂﬂuie a 5 - . i
Q.9 | a. | Explain Language Divergence and Typology in detail. 10| 1.2 | CO5 |
Jpology — |
b. | What s the standard architecture for Machine Translation {MT)? Explam. ‘ 10 L2 | CO5 |
| - L e DR ——
Q.10 ' a. | Explain Decoding in MT. and also show the probability of generating each | 10 | L2 | CO5
; token form the state. PR |
b. ' Explam how languages are translated in low-rcsource situations. 10 ‘ L2 | COS5
P A -
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