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Optimization Techniques
hirs. Max. Marks: 100

‘wte: I Answer any FIVE full guestions, choosing ONE full guestion from eaclr module.
2oM  Mavks , Ly Bloom s level , C: Courrse oitoomes.
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Q.1 | a. | Obtain the partial derivatives = for |
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- | Obtain the gradient of scalar & = 4xy + 2x; — 3x: + x4 with respect to the | 7 | L3 | CO1
| AL,

C. Ciivamn Ta}fiﬂr’s series expansion of f{x, v) = 3-'.— 3y — zin terms of | 7 | L3 | CO1
(&% 1yand (¥ + 2) upto the third degree terms.
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Q.2 | a. | Discuss the gradient of vector with respect to matrix. : 6 | L2 | COl

| b. Find the gradient of matrix 7 | L3 | Col
| . [Hinl{:-:ﬂ+2:-:,} 2x, + X, ]
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with  respect . to  the matrix
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i C. : Fxpand ¢*cosy near the .pr.]int (1, m'4) by Taylor's theo rem. 7 | L3 | CO1 |
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Q.3 | a. | Construct a computation graph of the function | 8 | 1.3 Cﬂ?%
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| ) W 7. B o1 . -
Fix)=+x"+¢" +cos(x’ +e" ) Also  find —— using automatic |
[

| differentiation,

b. ' Assume that the neuron have a sigmoid a_,c:tix:ﬂl'-i;:u_n' [unction, ]Ierﬁ:n'lﬁ al 12 L3 |CO2 |
- forward pass and a backward pass on the network. Assume that the actual '
output ol yis 1 and learning rate is 0.9. Perform another forward pass. i




OR

starting trom the pomt x; = (0, 0). |

Q4 |a 1) Define the_[iﬁa“dient of g uadratic cost. s |L2]coz]
i1} Define the gradient of Mean Squared Error (MSE). .
b Assume that the neuron have a sigmaid activation function, perform a | 12| L3 | €02
| forward pass and a backward pass on the network. Assume that the actual
cutput of v is 0.5 and learning rate 1s 1. Perform another [orward pass. ;
|
| |
| ) r Module — 3 : B
0.5 | a.  Define convex set. Explain separating hyper plane of convex set. 6 | L2 CO3
' b. Solve the LPP: Minimize f(x)=3x] +4x3 +5x] subject to the constraint | 7 | L3 | CO3 |
: X1+ ®ah }i;er-
e Write é—p{!i!]t mterval search algorithm and also use it to find maximum : | 7 | L3 | CO3
fix)=x(5m-)on [0, 20]withe =01
- . s — {"}H Hi -
Q.6 | a.  Describe local and global oplima. List out the four differences between | 6 | L2 | CO3
local and global optima, 5
h. | Usmg Hessian malrix ClﬁSSif}* the relative extrema for the function : |7 | L3 | CO3
Cf(x,v)=1/3x7 + xy” —8xy + 3. !
c. | Using Fibonacei scarch alzorithm to minimize fix) = X over f~5= I5]by | 7 | L3 | CO3
| takingn= 7. :
. ——— e - h-llﬂdllle . 4 - - ) - o
(0.7 | a. | Explain how the gradient descent algorithm works. 6 | L2 | CO4
h. Apply grad ient descen: method to solve : f{x) = 3x° +4x - 2. " 7 | L3 | CO4
....... c. | Find the extrema ol the lunction fix)y = 5 sin(2x) — 2x° — 4x using NR |7 | L3 | Co4
method.
Q.8 | a. Wrte a note on stochastic gradient descent algorithm. 6 L2 | CO4
b. | Use steepest descent method for [(x,vl=x, —x, +2%) +2xx. +x; 7 | L3 | CO4
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Find the minimum of the function f{x)=x + 2xx, + 3x. + 4,.1»:, -ﬁ.ﬁing NR |7 | L3 | Co4
method.
- | Module-5 _
Q.9 | a. What is the difference between convex oplimization and non-convex | 6 | L2 | CO5
| oplimization? '
' b. | Briefly explain the advantageshf'RMS prop over Adagrad. 7 L3 |cos|
¢, Describe the saddle poml problem m machine l-ﬁarning- a 7 | L2 | CO5
CQUI0 | A Write a note on stochastic gradient descent with momoentum. 6 L2 CO5
' ' b. Explain - a 7 L3 CO3
R ]| Adagrad oplimization strategy '
b Adam
C. | What is the best optimization algorithm for machine lzarning? - 7 | L2 CO3
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