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N‘;«h;’” Sixth Semester B.E. Degree Examlhﬁition, June/July 2024

WT“

Time: 3 hrs.

Note: Answer any FIVE full questio

_Module-1
1 a. Explain the process of data analysis for predlctlon of customer churn. (08 Marks)
b. List the popular data-mlxmg tasks and give a brief descrlptlon of any four tasks. (12 Marks)

50, will be treated as malpractice.

. OR \¢
2 a. lllustrate the salient differences in evolution fromBig Data 1.0 to Big Data 2.0. (08 Marks)
b. Explain the data' mining process through the CRISP model. (12 Marks)
; Module—2
3 a.  Explain the concept of supervised segmentation, with suitable example. (08 Marks)

induction. (12 Marks)

b. Sketch the solution for addressmg chum problem with tre

OR - ~
4 a. Demonstrate the concept of’ superv1sed segmentation with Tree-structure: model (12 Marks)
b. Explain the concept of Inductlon and predlctlon w1th suitable example each. (08 Marks)
Module-3 ;
5 a. Explain the concept of Linear Discriminant functions taking example of IRIS Dataset.
« (10 Marks)
b. (10 Marks)
6 a xplain following Loss function :

2. Any revealing of identification, appeal to evaluator and /or equations written eg, 42+8

Important Note : 1. On completing your answers, compulsorily draw diagonal cross lines on the remaining blank pages.

| nge loss.
Zero-one loss.

! Squared loss. 5 (08 Marks)
Explain the concept of overfitting. lllustrate the techniques of avoiding overfitting. (08 Marks)
“Explain the avoidance of overﬁttmg with'Tree Induction. (04 Marks)

Module-4
7 a. Explain the concept of Nearest Neighbours algorithm for predictive algorithm with an
example. ~ (08 Marks)
b. List the issues associated Wlth Nearest — Neighbour method. Briefly detail salient features of
each ofissues. (12 Marks)
‘ OR

8 a. Briefly explain oncept of hierarchical clustering, with diagrammatic illustration.
(10 Marks)
b. Briefly explain concept of clustering around centroids, with an example. (10 Marks)
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Module-5
Explain the need for confusion matrix, with its salient f (06 Marks)
Illustrate steps involved in simple bag-of-words usmg term frequency. (10 Marks)
Describe briefly problem with unbalanced classes (04 Marks)

Explain the concept of association with
association surprise measuring techmques
1) Lift
(i) Leverage : (10 Marks)
Briefly explain the concept of Inverse Document Frequency. (IDF) for text classification,
with steps. Ny (10 Marks)
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