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Abstract  
 

Cognitive radio networks are composed of 

spectrum-agile devices capable of changing their 

configurations and transmission parameters on the 

fly based on their spectral environment. This 

capability opens up the possibility of 

opportunistically reusing portions of the spectrum 

temporarily vacated by licensed primary users. 

This paper evaluates the feasibility of reactive 

routing for Cognitive Radio Ad Hoc networks 

(CRAHN). We set up a CRAHN simulation 

environment and adapt the weighted cumulative 

estimation of transmission time (WCETT) metric 

into AODV protocol to address the problem of 

efficient route selection between the source and 

destination and also evaluate the performance of 

both the protocol. The simulation result shows that 

AODV with WCETT metric performance better 

than the AODV because of its better route selection 

strategy in a CRAHN. 

 

1. Introduction  

 
Generally, government regulatory agencies 

designate different frequency bands of the spectrum 

to particular services or technologies. Each such 

allocated band is then assigned to service providers 

(e.g. TV broadcasters, Cellular phone operators, 

Military, etc.) with the exception of a few 

frequency bands such as the Industrial Scientific 

and Medical (ISM) band (unlicensed spectrum 

band). This allocation is done in a fixed manner, 

and thus, the owners of the particular bands get 

exclusive rights to use them. Even when they are 

not using these bands, others cannot use them. 

Various studies conducted by the Federal 

Communications Commission (FCC) reveals that 

the spectrum utilization varies from 15% − 85%.  

 

 

 

Consequently, Cognitive Radio Networks (CRNs) 

are proposed to utilize the radio spectrum 

opportunistically [1]. 

At any given time and location, most of the 

assigned spectrum is not used by its owners. Also, 

the usage of the spectrum highly varies with time. 

These vacant frequency bands in time and space are 

called white spaces. The main concept of cognitive 

radio is to make use of these vacant bands for the 

communications purposes. In general, the owner of 

a particular band is referred as the primary user 

(PU) and the cognitive radio user (CU) is called the 

secondary user (SU). As a secondary user, 

cognitive radios should not cause any harmful 

interference to the primary users. Furthermore, 

when a primary user returns to the channel (its own 

frequency band), cognitive radios need to vacate 

the channel quickly and move to some other free 

channel. In order to identify the white spaces (free 

channels), the cognitive radios use advanced 

spectrum sensing techniques as well as white space 

databases [2]. If a node can use a particular channel 

to transmit and receive data for a reasonable 

amount of time, without causing/having 

interference to/from primary users, that channel is 

considered as an available channel. Each node may 

have a set of such available channels called an 

Available Channel Set (ACS). 

 Routing in multi-hop multi-channel Cognitive 

Radio Ad-hoc networks faces several new 

challenges. Both routings target the creation and 

maintenance of a routing path by selecting the 

proper relay nodes and the channel to be used on 

each link of the path. However in multi-hop 

CRAHNs, routing should deal with primary 

transmissions which dynamically change the 

spectrum availability. Due to this key challenge, 

the spectrum information is required and 

collaboration between the path selection and the 

spectrum decision is needed. Another challenge is 

how to measure the quality of different paths. 

Classical measures, such as throughput and delay, 

should be coupled with spectrum 

availability/stability and the dynamics of PU 

activity. A third challenge is the route maintenance 
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and recovery. Link failure in multi-hop CRAHNs 

may happen after a sudden appearance of PU. 

Hence, effective signaling procedures are required 

to quickly recover the broken paths. 

The rest of the paper is started with related work 

in section 2, followed by routing metric in section 

3, Protocol description in section 4, network model 

in section 5, simulation and performance analysis is 

discussed in section 6 , future work have been 

discussed in section 7. Finally concluded in section 

8 

 

2. Related Work  

 
A review paper by Matteo Cesana et al., [3] 

describes the different challenges and solutions to 

design effective routing solutions for multi-hop 

CRAHNs. The authors in [3], describe two 

categories for routing solutions as approach based 

on full spectrum knowledge and approach based on 

local spectrum knowledge. A survey paper by Ian 

F. Akyildiz et al., [4] explains about spectrum 

sharing, spectrum mobility, spectrum management 

and design challenges in cognitive radio networks 

in details. 

An evaluation study by Marco Di Felic et al., [5] 

analyzes the impact of CRAHNs characteristics 

over the rout formation process by considering 

different routing metrics like Route discover 

frequency, Packet deliver ratio and Route discovery 

algorithms.   

The routing protocol STOD-RP [6] constructs a 

spectrum tree in each spectrum band which helps in 

spectrum selection and route selection in an 

efficient manner but a root node is responsible for 

gathering all the dynamic system information 

which requires an important amount of energy and 

computation. The main objectives of routing 

protocol in [6] are to reduce control overhead and 

to shorten the average end-to-end delay.  

The routing protocol SEARCH [7], a protocol 

for mobile CRAHNs based on the geographic 

forwarding paradigm. The main idea of the 

protocol is to discover several paths, which are 

combined at the destination to form the path with 

the minimum hop count, and it is able to deal with 

reasonable levels of PU activity changing rate. 

However, it assumes that most of the nodes are 

GPS equipped and, most importantly, a mechanism 

for disseminating the destination location both at 

the source and at each intermediate node is 

required. 

A number of routing protocols have been 

proposed and implemented for better routing 

performance of CRAHNs.  But, in a particular 

situation they have some advantages as well as 

disadvantages. In the paper CRAHNs [8] the 

authors present properties and current challenges of 

CRAHNs, which mainly describes concepts of 

spectrum sharing, spectrum decision and spectrum 

mobility. It also presents a model of cooperative 

spectrum-aware communication protocols which 

integrate the spectrum management functionalities. 

In this paper, we adapting a routing metric, 

Weighted Cumulative Expected of Transmission 

Time (WCETT) to Ad-hoc On-demand Distance 

Vector (AODV) routing protocol to select the best 

route between the source and destination in a 

CRAHN environment and we evaluates the 

proposed solution by comparing with the ad-hoc on 

demand distance vector routing protocol which 

uses hop-count as metric for route selection. Each 

SU has single or multiple interfaces and channels. 

 

3. The Routing Metric 

   The routing metric used in multi-hop CRNs 

should reflect the bands availability, the links 

quality, the PU activities and QoS requirements of 

SUs. In this paper, we use WCETT metric that was 

developed to find high-throughput routing paths in 

multi-radio, multi-hop CRAHN. This metric 

assigns weights to each link based on its quality; 

and then, these weights are combined. In the 

following, we show how to calculate WCETT.  

A. Expected Transmission count (ETX) 

    ETX, proposed by [9], is defined as the expected 

number of transmissions at the link-layer needed to 

successfully transmit a packet over a link. To 

calculate ETX, each node sends small probe 

packets and the neighboring nodes acknowledge 

the probe packets correctly received. Thus, every 

node knows the ratio of probes received in the 

forward and reverse directions, denoted by df and 

dr respectively. Then, the likelihood that a packet 

arrives and is acknowledged correctly is 𝑑𝑓 × 𝑑𝑟 . It 

is assumed that each attempt to transmit a packet is 

statistically independent from the precedent ones 

and from the packet size which implies that the 

sending attempt can be considered a Bernoulli trial. 

Then, the ETX over link l is: 

𝐸𝑇𝑋 𝑙 =
1

𝑑𝑓 × 𝑑𝑟

 .                                  (1) 

The ETX of a path p,𝐸𝑇𝑋(𝑝) is the summation of 

the ETX of all the links 𝑙 ∈ 𝑝 belonging to path, p. 

𝐸𝑇𝑋 𝑝 =  𝐸𝑇𝑋(𝑙)

𝑙∈𝑝

.                            (2) 

ETX selects routes with knowledge of the delivery 

ratios which is more pertinent information than the 

hop count metric, thus increasing the throughput 

and improving the network utilization. However, 

ETX has the disadvantage of only considering the 
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link loss rate and not the link data transmission rate 

(related to the transmission delay). 

B. Expected Transmission Time (ETT) 

   ETT metric was subsequently proposed by [9] to 

improve the ETX metric by integrating the link 

data transmission rate. ETT can be defined as the 

“bandwidth-adjusted” version of ETX since the 

latest is multiplied by the link bandwidth to obtain 

the packet transmission delay. Let S denote the 

packet size and Bl the bandwidth of link l, then: 

𝐸𝑇𝑇 𝑙 = 𝐸𝑇𝑋 𝑙 ×  𝑆 𝐵𝑙
                            (3) 

By introducing the link bandwidth into the 

calculation of the path cost, the ETT metric 

captures the impact of the link capacity on the 

routing performance in addition of the impact of 

physical interference (related to the link loss rate).  

 

C. Weighted Cumulative Expected Transmission 

Time (WCETT) 

    The WCETT metric [10] is an extension of ETT 

metric which suggests to compute the path metric 

as something more than just the sum of the metric 

values of the individual links belonging to this 

path. Considering only the summation does not 

take into account the fact that concatenated links 

may interfere with each other, if they use the same 

channel. Hence, WCETT aims to specifically 

reduce intra-flow interference by minimizing the 

number of nodes using the same channel in the 

end-to-end routing path. Let N be the total number 

of channels of a system, the sum of transmission 

times over all hops on channel j, 1 ≤ j ≤ N, is 

defined as: 

𝑋𝑗 =  ETT(l)

𝑛

𝑗  𝑖𝑠 𝑢𝑠𝑒𝑑  𝑜𝑛  𝑙𝑖𝑛𝑘  𝑙

                             (4) 

As the total path throughput will be dominated by 

the bottleneck channel, which has the largest𝑋𝑗  , 

[10] propose to use a weighted average between the 

maximum value of 𝑋𝑗  and the sum of all ETTs. 

This results in the formula: 

WCETT =  1 − 𝛽  𝐸𝑇𝑇 𝑙 + 𝛽 ×𝑙∈𝑝

𝑚𝑎𝑥1≤𝑗≤𝑁𝑋𝑗 .                       (5) 

Where β is the tunable parameter  0 ≤ 𝛽 ≤ 1 .The 

𝑚𝑎𝑥1≤𝑗≤𝑁𝑋𝑗  term explicitly captures the intra-flow 

interference since the paths having more channel 

diversity will have lower weights. Therefore, (5) 

can be seen as a tradeoff between the path latency 

(first term) and the channel diversity of the selected 

path (second term). In [10], the authors studied 

thoroughly the impact of β on routing performance 

in multi-channel multi-radio multi-hop wireless 

networks and show its minor effect on the 

throughput. The impact of β in our system is model 

is similar to [10] and hence we select β = 0.5 to 

balance the channel diversity and the latency of the 

path. 

4. Protocol Description 

A. Route Discovery Process:  

 

   The proposed routing is an on-demand WCETT 

metric based routing protocol that is similar to Ad 

hoc On Demand Distance Vector (AODV) 

protocol. The proposed protocol uses the WCETT 

metric to select the best path between source CU 

node and Destination CU node. The routing process 

starts when a route is needed between two nodes. 

The source node broadcasts a route request 

(RREQ) message across the network. The RREQ 

packet transmitted by a node X on channel i 

contains the measured WCETT. When a route 

request (RREQ) message arrives at a node, it starts   

rebroadcasting the RREQ if: 

 The sequence number of RREQ is new. In 

that case, the WCETT value of the path is 

stored in a local table. 

 The sequence number of RREQ is not 

new, which means an RREQ with the 

same sequence number has been 

processed, but its WCETT value is smaller 

than the one of previous RREQ with the 

same sequence number. This condition 

will help raising the probability of finding 

the lowest cost route. 

When an intermediate node receives a RREQ 

message, and have fresh enough route to the 

destination specified in the RREQ, it send a route 

reply (RERR)   message back to the source if the 

received RREQ’s destination sequence number is 

less than or equal to destination sequence number 

in the route entry. When a node receives the RREQ 

is the destination node, it sends back a route reply 

(RREP) if the received RREQ’s cost is smaller than 

the previous received RREQ with the same 

sequence number. The source will finally use the 

path having the lowest cost for data transmission 

and stores locally the other best paths. Fig. 1 shows 

the flow chart of route discovery process of 

proposed WCETT based routing protocol. 
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Fig. 1: route discovery process of WCETT metric 

based on-demand routing protocol 

B. Route Maintenance and Recovery 

 

   Overcoming the sudden onset of PUs is the 

responsibility of the route recovery process which 

is critical in any CRAHN routing protocol. In our 

proposed solution we have extended local route 

maintenance and recovery mechanism of AODV 

protocol to multi-channel on-demand WCETT 

metric based routing protocol. 

 

5. Network model 

 

   We consider CRAHN environment with available 

channel set and we assume that the CRAHN is 

composed of little mobile cognitive users (CUs) 

and stationary primary users (PUs). The locations, 

the number and the transmission standards of the 

PUs are assumed unknown to the CUs. The 

transmissions of PUs are sensed by a spectrum 

sensing mechanism, which is out of the scope of 

this paper. We assume that ACS is provided by the 

lower layers of CRAHN, and if a node has multiple 

radios, they are tuned to deferent, non-interfering 

channels. The channel assignment is carried out by 

Mac layer. 

 

6. Simulation and Performance Evaluation 

   In this section, we evaluate the performances of 

our proposed solution (that we call WCETT 

protocol) by carrying out the multiple simulations 

with increasing the number of flows via Network 

Simulator-2 (ns-2) [11], based on the Cognitive 

Radio Cognitive Network (CRCN) simulator [12]. 

We have used the following metrics for evaluating 

the performance of proposed WCETT based 

routing protocol in CRAHN environment. 

Average end-end Throughput: Average end-end 

Throughput is the ratio of total number of packets 

received successfully to total simulation time 

elapsed. 

Average End-End Delay: It is defined as the time 

taken for a data packet to be transmitted across the 

CRAHN from source to destination.  

Normalized Routing Load: Normalized Routing 

Load is the sum of all transmissions of routing 

packets per total delivery packets and each 

transmission over one hop the packets transmitted 

count as one transmission. 

Packet Delivery Ratio: Packet delivery ratio (PDR) 

is performance evaluation parameter which 

measures effectiveness, reliability and efficiency of 

a protocol and defined as the percentage of the ratio 

between the number of received packets at 

destination and the number of packets sent by 

sources. 

We carry out simulations with random topology 

where 25 SUs placed in 500×500 m
2
. We use IEEE 

802.11 with FTP as the traffic source. Each 

simulation is run for 150 seconds. Simulation’s 

parameters are summarized in the following table: 
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Table I 

The Parameters of Simulation 
------------------------------------------------------------------ 

Parameter Values 
------------------------------------------------------------------ 

Topology               500 × 500 m
2
 

           Number of nodes                 25 

               Traffic type                    FTP                                                                                                            

Packet Size                 512 bytes 

          Simulation duration       150 seconds 

 Nodes speed          10 m/s 

MAC layer                  IEEE 802.11           

           Transport layer                   TCP 
------------------------------------------------------------------- 

We start the simulation by setting the number of 

channels to 3 and other simulation parameter as 

given in the Table I. Fig. 2 shows that end-to-end 

throughput of the WCETT based routing while 

raising the number of flows, and it is observed that 

WCETT metric based protocol outperforms the 

AODV.  Since it assigns better available channels 

and the WCETT metric increases the performance 

of the routing protocol because it takes into account 

the interference among links that use the same 

channel, while AODV simply use the number of 

hops as metrics. 

In the second result, we evaluate the WCETT 

protocol for average end-end delay. We can notice 

from the Fig. 3 that average end-to-end delay of 

WCETT protocol is very low as compare to that of 

AODV, as the number of flows increases the delay 

in data transmission also increases. 

In the Third result, we evaluate the WCETT based 

protocol for Normalized Routing Load; it is the 

ratio of total number of routing packets generated 

to total number of data packets routed successfully. 

We can notice from the Fig. 4 that normalized 

routing load of WCETT protocol is very low as 

compare to that of AODV, this is due to the better 

route selection strategy of the WCETT as wells as 

the better channel selection with the help of 

cognitive radio of CRCN, which reduces the 

number of control packets required by avoiding the 

bottleneck channels which may cause the link 

failure in CRAHN. 

 

Fig. 2: Average throughput 

 

Fig. 3: Average End-End Delay 

In the Fig. 5 we can observe that packet delivery 

ratio of the WCETT based routing remains higher 

than that of the AODV routing throughout the 

simulation. Fig 6 shows that number of packets 

dropped increases as the traffic increases. 

1203 packets are dropped in case of WCETT 

routing and 1472 packets dropped in case of 

AODV routing. Packet drop is less when we use 

proposed protocol. Fig. 7 shows the average 

interference experienced by an each CU node, with 

increasing number of flows, interference also 

increases. Since WCETT metric based protocol 

reduces the intra-flow interference, routing with 

WCETT metric reduces the average interference at 

each node as compare to AODV routing. 
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Fig. 4: Normalized Routing Load 

 

Fig. 5: Packet Delivery Ratio 

7. Future Work 

We have adapted WCETT metric to AODV 

protocol, which performance very well in selecting 

the best path between source and destination CUs. 

In future, we will focus on introducing the better 

channel assignment and we also focus on how to 

reduce the inter-flow interference. 

 

Fig. 6: Number of Dropped Packets 

 

Fig. 7: Average Interference at each node of 

CRAHN 

8. Conclusion 

In this work, we have proposed an on-demand 

routing solution for multi-hop multi-channel 

cognitive radio networks. We evaluated the 

proposed routing protocol on a multi-channel 

CRAHN using the CRCN simulator and compare 

its performance with performance of AODV 

protocol. WCETT metric based protocol 

outperforms the AODV.  

 

 

2098

International Journal of Engineering Research & Technology (IJERT)

Vol. 2 Issue 5, May - 2013

ISSN: 2278-0181

www.ijert.org

IJ
E
R
T

IJ
E
R
T

www.ijert.org
https://www.ijert.org


9. References   
 
[1] FCC, Spectrum policy task force report, ETDocket 

No. 02-135, November 2002.Federal  

 

[2] Communications Commission (FCC). (2008, 

November) FCC Adopts Rules for Unlicensed Use of 

Television White Spaces, ET Docket No. 08-260. 

[Online].http://hraunfoss.fcc.gov/edocs_public/attachmat

ch/FCC-08-260A1.pdf 

 

[3] FCC, Matteo Cesana , Francesca Cuomo , Eylem 

Ekici, “Routing in cognitive radio networks: 

Challengesand solutions,” in Elsevier Ad Hoc Networks 

Journal(2010). 

 

[4] Ian F. Akyildiz, Won-Yeol Lee, Mehmet C.Vuran, 

Shantidev Mohanty, “NeXt generation/dynamic spectrum 

access/cognitive radio wireless networks:A survey, “ in 

Elsevier Computer  Networks 50(2006). 

 

[5] Marco Di Felic, Kaushik R. Chowdhury, Wooseong 

Kim, Andreas Kassler, Luciano Bononi,“End-to-end 

protocols for Cognitive Radio Ad Hoc Networks: An  

evaluation study,”in Elsevier(2010). 

 

[6] G-M. Zhu, I. F Akyildiz, and G-S. Kuo, “STOD-RP: 

A spectrumtree based on-demand Routing protocol for 

multi-hop cognitive radio networks,” in Proc. IEEE 

Globecom(2008). 

 

[7] K. R. Chowdhury and M. D. Felice, “Search: A 

routing protocol for mobile cognitive radio ad-hoc 

networks,” Computer Communications, vol. 32, no. 18, 

pp. 1983–1997, 2009. 

 

[8] I. F. Akyildiz, W. Y. Lee, and K. R. Chowdhury, 

“CRAHNs: Cognitive Radio Ad Hoc Networks,” in 

Elsevier Ad Hoc Networks Journal, vol. 7, no.5, pp. 810-

836, July 2009. 

 

[9] D. S. J. De Couto, D. Aguayo, J. Bicket, and R. 

Morris, “A high-throughput path metric for multi-hop 

wireless routing,” in Int. Conf.on Mobile Computing and 

Networking (ACM Mobicom’03), 2003, pp. 

134–146. 

 

[10] R. Draves, J. Padhye, and B. Zill, “Routing in multi-

radio, multi-hop wireless mesh networks,” in Int. Conf. 

on Mobile Computing and Networking (ACM 

Mobicom’04), 2004, pp. 114–128.  
 
[11] “The Network Simulator NS-2,” http://www.isi.edu 

/nsnam/ns/, 1996. 

 

[12] “Cognitive radio cognitive network simulator,” 

http://stuweb.ee.mtu.edu/~ljialian/, 2009. 

 

 
 

 

 

2099

International Journal of Engineering Research & Technology (IJERT)

Vol. 2 Issue 5, May - 2013

ISSN: 2278-0181

www.ijert.org

IJ
E
R
T

IJ
E
R
T

www.ijert.org
https://www.ijert.org


https://www.ijert.org
https://www.ijert.org/cfp

