Important Note : 1. On completing your answers, compulsorily draw diagonal ¢ross tines on the remaining blank pages.

50, will be treated as malpractice.

2. Any revealing of identification, appeal to evaluator and /or equations written eg, 42+8
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Note: Answ,eifjd‘ny FIVE full questions, choosing

_ONE full question from each module.

Module-1

Max. Marks: 80

What is machine 1earnmg‘7 Explain steps to design a learning system in details with example

and dlagrarr‘

(08 Marks)

Describe: the find -S algorithm. explain its working by taking the enjoy sport concept and
trammg mstances given below : ;

Example | Sky | Air Temp | Humidity | Wind | Water | Forecast | Enjoy sport :‘7;’ ‘
1 Sunny Warm Normal | Strong | Warm | Same Yegoa|
2 Sunny |  Warm High | Strong | Warm | Same ~Yes
3 Rainy Cold High | Strong | Warm | Change | -~ No
4 Sunny Warm High Strong | Cool | Change | “'Yes
Ry (08 Marks)
OR
Describe candidate—elimination learning algorithm with example (08 Marks)

[llustrate the operation of ID3 for the following training exdmt)l;b glven in the table 1. Here
the target attribute is PlayTennis. Draw the complete decmbn tree.

Day | Outlook | Temperature Hum:udity”' Wind | Play Tennis
DI Sunny Hot High Weak No

D, Sunny Hot | <High | Strong No

D; Overcast Hot < | High Weak Yes

Dy Rain Mild ~ | High Weak Yes

Ds Rain Cool~ | Normal | Weak Yes

Dg Rain . Cool Normal | Strong No

D; | Overcast.| - Cool Normal | Strong Yes

Ds Sunny | Mild High Weak No

Dy Sunny | Cool Normal | Weak Yes
Do ~Rain Mild Normal | Strong Yes

Di; . Sunny Mild Normal | Strong Yes

Djp . Overcast Mild High | Strong Yes
Diy | Overcast Hot Normal | Weak Yes

Dig Rain Mild High | Strong No

7 (08 Marks)
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Modulc-‘-?i.-‘ '\z ) 'k

Explain in detail perceptron based ANN ystvm its representation and training rule.

(08 Marks)

Explain Back propagation algorlthm 1n aetall (08 Marks)

Describe in detail a prototypicalgenetic algorithm. (08 Marks)

Explain genetic programming with example. (08 Marks)
Module-3

What is the ve}dtlonshlp between Bayes theorem and problem of concept learning? Explain

in detml : (08 Marks)
Expla‘n likelihood hypotheus for predicting probabilities. (08 Marks) -

OR

,g;l‘Explain Naive Bayes classifier by applying it to a concept-learning problem. Use tabie I and

novel instance <Outlook = sunny, Temp = cool, Humidity = high, Wind = strong* (08 Marks)

Explain the EM algorithm in detail. " (08 Marks)
Module-4
Explain k-nearest neighbor learning algorithm with example. :fly' (08 Marks)
Describe the method of learning using locally weighted lmea\ rcglessmn (08 Marks)
OR
Explain learning sets of First-order rules in detail with example. (08 Marks)
Explain how inverting resolution constructs hyputheses by inverting a deductive inference
rule. “ (08 Marks)

M;(;d'hle—s

Compare inductive learning and‘j\ahalytical learning. (08 Marks)

Explain the explanation-based learning algorithm PROLOG-EBG. (08 Marks)
OR
Explain the Q ﬁmct;@rs and Q learning algorithm. (08 Marks)
Explain Q leammg for non deterministic Markov Decision Process (MDP). (08 Marks)
* ok ok ok ok
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